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Abstract—Cognitive radio (CR) has been proposed as a promising solution to improve connectivity, self-adaptability, and efficiency of spectrum usage. When used in video applications, user-perceived video quality experienced by secondary users is a very important performance metric to evaluate the effectiveness of CR technologies. However, most of the current research only considers spectrum utilization and effectiveness at medium access control (MAC) and physical layers, ignoring the system performance of the upper layers. Therefore, in this paper, we aim to improve the user experience of secondary users for wireless video services over CR networks. We propose a quality-driven cross-layer optimized system to maximize the expected user-perceived video quality at the receiver end under the constraint of packet delay bound. By formulating network functions such as encoder behavior, cognitive MAC scheduling, transmission, as well as modulation and coding into a distortion-delay optimization framework, important system parameters residing in different network layers are jointly optimized in a systematic way to achieve the best user-perceived video quality for secondary users in CR networks. Furthermore, the proposed problem is formulated into a MIN-MAX problem, and solved by using dynamic programming. The performance enhancement of the proposed system is evaluated through extensive experiments based on H.264/AVC.

Index Terms—Cognitive radio (CR), cross-layer, dynamic programming, MIN-MAX problem, primary users, secondary users, video distortion, wireless video transmission.

I. INTRODUCTION

With the fast development of wireless communication technologies, the limited unlicensed spectrum bands can no longer meet the increasing requirement. Frequency spectrum has become the scarcest resource in the next-generation wireless networks, aiming to increase the utilization of radio spectrum for both licensed and unlicensed bands.

“Cognitive radio” (CR) has emerged as a new design paradigm for next-generation wireless networks, aiming to increase the utilization of radio spectrum for both licensed and unlicensed bands.

Generally speaking, CR is an intelligent wireless communication system that is aware of its surrounding environment and uses the methodology of understanding-by-building to learn from the environment. Then, its internal states are adapted in real-time. Here, there are two primary objectives: 1) to provide highly reliable communications whenever and wherever needed, and 2) to achieve efficient utilization of the radio spectrum [2]. Fig. 1 illustrates a typical scenario of wireless video transmission over CR networks, where primary users and secondary users share a block of frequency spectrum. In CR networks, only primary users are authorized to use the radio spectrum. Thus, secondary users have to search the idle channels to use at the beginning of every slot by performing channel sensing. Based on the sensing outcomes, secondary users will decide whether or not to access the sensed channels.

It has been reported that some frequency bands in the radio spectrum are largely unused, while some are heavily used. In particular, while a frequency band is assigned to a primary wireless system/service at a particular time and location, the same frequency band is used by this wireless system/service in other times and locations. This results in spectrum holes (known as spectrum opportunities) [3]. Therefore, by allowing secondary users to utilize these spectrum holes, spectrum utilization can be improved substantially.

Indeed, improving system performance of secondary users is a vital factor that hinges on the success of CR technologies for wireless video applications. Actually, if upper layer system performance is not well-considered, the video quality degradation perceived by secondary users can largely impede the successful deployment of CR technologies. Also, user experience is by far the most important performance metric for end users in wireless video transmission. Therefore, it is critical to improve the user-perceived video quality at the receiver side for secondary users in CR networks. Although a
Cross-layer design over CR networks was briefly discussed in [6] and [7]. In the proposed frameworks, each node in the network can sense and learn from the wireless environment and then respond to environment changes by adapting system parameters. However, how to integrate the different layers was not discussed. Also, there was no experimental results to verify the proposed frameworks.

In [8] and [9], a rake optimized power-aware scheduling architecture was proposed for mobile ad hoc networks to deal with the utilization of CR for dynamic channel allocation among the requesting applications while limiting the average power transmitted in each sub-band. In that work, the cross-layer interaction between medium access control (MAC) and physical (PHY) layers of CR networks was considered. The joint power control and link scheduling can reduce adjacent channel and multi-access interference.

Su et al. [10] have proposed an opportunistic multichannel MAC protocol, in which the spectrum sensing at the PHY layer and the packet scheduling at the MAC layer are integrated for wireless ad hoc networks. The proposed MAC protocol enables secondary users to identify and utilize the leftover frequency spectrum to reduce the interference level. Two different policies on channel sensing, including random sensing policy and negotiation-based sensing policy, have been proposed to detect the availability of unused licensed channels.

In [11], a framework called cognitive resource manager (CMR) was proposed to optimize the network protocol stack as a whole. The exchange of network information between CMRs can avoid harmful interactions arising from local optimization methods. In addition, the proposed framework can adapt MAC and link parameters to choose the best possible settings for the applications running on top. However, no implementation details and experimental analysis were discussed.

Overall, most current research efforts on cross-layer design over CR networks only focus on the joint consideration of MAC layer and PHY layer. The design objectives are limited due to the fact that only sensing effectiveness and spectrum utilization are used as the design criteria, while the performance at the upper layers has been largely ignored.

III. SYSTEM MODEL

In this paper, the proposed quality-driven cross-layer optimized system includes different modules, such as video encoder module, cognitive MAC module, modulation and coding module, cross-layer optimization module, as well as wireless video transmission module. These system modules actually represent different network functions residing in different network layers. For example, the video encoder resides in the application layer. The cross-layer optimization module is the core of the proposed system. The cognitive MAC module resides in the MAC layer, while the modulation and coding module is in the PHY layer. All these modules exist in the same network node. As shown in Fig. 2, the cross-layer optimization module is able to communicate with other system modules to adjust the network functions, by selecting the optimal system parameters within a distortion-delay optimization framework. In this way, the major network functions are jointly optimized to achieve the best user-perceived video quality over CR networks under the current network conditions.
In the proposed system, the expected video distortion calculated at the video encoder of the application layer is adopted as the objective function, which can be represented by encoding parameters (such as quantization step size \( q \)) and packet loss rate \( \rho \). Furthermore, the expected packet delay, which is jointly represented by system parameters that affect encoder behavior, MAC scheduling, transmission, and modulation and channel coding, is used as the design constraint. Therefore, with the feedback information from the network such as round trip time, queue length, and packet loss rate, the distortion-delay optimization module can choose the optimal set of parameters through the proposed cross-layer optimized system to achieve the best user-perceived video quality.

### A. Video Distortion

One of the design challenges is to estimate the end-to-end video distortion at the video encoder to be used as the objective function in the proposed design. Video encoder sits at the application layer. Without losing generality, we consider H.264 video codec in this paper. In H.264 codec, each video frame is represented by block-shaped units of the associated luminance and chrominance samples \((16 \times 16 \text{ pixel region})\) called macroblocks (MBs). Furthermore, MBs can be both intra-coded or inter-coded from samples of previous video frames [12]. Intra-coding is performed in the spatial domain by referring to neighboring samples of previously-coded blocks which are on the left and/or above the block to be predicted. Meanwhile, inter-coding is performed with temporal prediction from samples of previous video frames.

To estimate the end-to-end video distortion accurately, we need to consider all possible factors, which include source coding, error propagation, channel coding, and others. Many research efforts can be found in the literature on distortion estimation for hybrid motion-compensated video coding and transmission over lossy channels [13]–[16]. For real-time source coding, the estimated distortion caused by quantization, packet loss, and error concealment at the encoder can be calculated by using the “recursive optimal per-pixel estimate” (ROPE) method [13], providing an accurate optimization metric to the proposed system based on video quality. For the source coding parameter, we consider quantization step size (QP) \( q \) in this paper.

According to the H.264 standard, one packet can be set to be one row of MBs, which is also called one slice [12]. Therefore, slice and packet are two interchangeable concepts in this paper. Given the dependencies introduced by error concealment scheme, the expected distortion of packet \( x \) of video frame \( n \) can be calculated at the encoder by using ROPE method as

\[
E[D_{n,x}] = (1 - \rho_x)E[D_{r,x}^p] + \rho_xE[D_{l,x}^p] + \rho_x(1 - \rho_x)E[D_{r,x}^l] + \rho_x\rho_x E[D_{l,x}^l]
\]

(1)

where \( \rho_x \) is the loss probability of packet \( x \) with consideration of packet delay bound \( T_{max} \). \( E[D_{l,x}^p] \) is the expected distortion of packet \( x \) when it is successfully received. Furthermore, depending on whether packet \((x - 1)\) is received or lost, \( E[D_{l,x}^p] \) and \( E[D_{r,x}^p] \) are the corresponding expected distortion after concealment when packet \( x \) is lost. Therefore, the expected distortion of the whole video frame \( n \) can be represented as

\[
E[D_n] = \sum_{x=1}^{X_n} E[D_{n,x}]
\]

(2)

where \( X_n \) is the total number of packets in the video frame \( n \). Thus, the expected end-to-end video distortion is accurately calculated by ROPE under instantaneous network conditions, which becomes the objective function in the proposed optimized system. For a given video packet \( x \), the expected packet distortion only depends on packet error rate \( \rho_x \) and QP \( q \). Considering the fact that the individual contribution of each path is continuously updated, this parameter is updated after each packet is encoded. In addition, the prediction and calculation of packet loss rate \( \rho_x \) will be discussed in Section III-D. The readers can also refer to [4] and [13] for detailed information regarding the calculation of the expected video distortion.

### B. Channel Model

In this paper, we assume that wireless channels are frequency flat, remaining time-invariant during a packet, but may vary from packet to packet. The channel quality is captured by the received signal-to-noise ratio (SNR) \( \xi \). We adopt the Rayleigh channel model to describe \( \xi \) statistically. Therefore, the received SNR per packet is a random variable with a probability density function (pdf) as follows:

\[
p(\xi) = \frac{1}{\xi} \exp(-\frac{1}{\xi}), \quad \xi \geq 0
\]

(3)

where \( \xi = E[\xi] \) is the average received SNR. We also assume that the receiver has perfect channel side information and hence knows the instantaneous values of channel state information (CSI). However, the channel quality is fed back to the transmitter constantly so that the receiver can dynamically adapt the varying channel status for better system performance.

The feedback frame size is very small and its transmission takes a high priority. Thus, the delay effect on the adaptation results can be ignored [5], [17], [18].

Moreover, we employ a cognitive channel model in which secondary users will try to transmit data when primary users are in presence. Secondary users will first perform channel sensing to detect the activity of primary users, then decide
whether to transmit the data immediately or wait for the next available time slot depending on the detection result.

Define the following four states of a given channel for primary usage.

1) State $s_1$: Channel is idle, detected as idle (correct detection).
2) State $s_2$: Channel is idle, detected as busy (false alarm).
3) State $s_3$: Channel is busy, detected as idle (missed detection).
4) State $s_4$: Channel is busy, detected as busy (correct detection).

Based on this definition, we depict the state transition model for CR transmission as shown in Fig. 3. In this figure, the state transition model is completely described by its stationary distribution with zero-mean and variance $\sigma_s^2$.

Therefore, channel sensing can be formulated as a hypothesis testing problem between the noise $w_i$ and the signal $s_i$ in noise as follows:

$$H_0 : y_i = w_i, \ i = 1, \ldots, S_{tot}$$

$$H_1 : y_i = s_j + w_i, \ i = 1, \ldots, S_{tot}$$

where $S_{tot}$ is the total symbols within a duration that is allocated to sense the channel. Received noise $[w_i]$ is a zero-mean, complex Gaussian random variable with variance $\sigma_w^2$ for all $i$, denoted as $[w_i] \sim N_c(0, \sigma_w^2)$. $[s_i]$ is the sum of the active primary users’ faded signals arriving at the secondary receiver, which has a circularly symmetric complex Gaussian distribution with zero-mean and variance $\sigma_s^2$. Both $[s_i]$ and $[w_i]$ are assumed to be independent and identically distributed [21].

Therefore, the optimal Neyman-Pearson detector of the above detection problem is given by

$$Y = \frac{1}{S_{tot}} \sum_{i=1}^{S_{tot}} |y_i|^2 \geq \frac{\tilde{\tau}}{\sigma_s^2}$$

where $\tilde{\tau}$ is the detection threshold. Thus, test statistic $Y$ is chi-square distributed with $2S_{tot}$ degrees of freedom. Therefore, the probabilities of detection $p_d$ and false alarm $p_f$ can be represented as follows:

$$p_d = P(Y > \tilde{\tau}|H_0) = 1 - P(\frac{\tilde{\tau}}{\sigma_s^2} \leq \frac{\tilde{\tau}}{\sigma_s^2} + \sigma_s^2, \tilde{\tau})$$

$$p_f = P(Y > \tilde{\tau}|H_1) = 1 - P(\frac{\tilde{\tau}}{\sigma_s^2} \leq \frac{\tilde{\tau}}{\sigma_s^2} + \sigma_s^2, \tilde{\tau})$$

where $P(x, z)$ denotes the regularized lower gamma function. Denote $\Gamma(x, z)$ and $\Gamma(x, z)$ the Gamma function and the lower incomplete gamma function, respectively, then $P(x, z)$ can be represented as

$$P(x, z) = \frac{\gamma(x, z)}{\Gamma(x, z)}.$$  

Therefore, the probability of channel being idle and detected as idle can be calculated as follows:

$$p_{i1} = (1 - p_d)(1 - \xi_b)$$

$$p_{i2} = p_d$$

$$p_{i3} = p_f$$

$$p_{i4} = p_f$$

Then, the transition probabilities can be represented as

$$p_1 = (1 - p_d)(1 - \xi_b)$$

$$p_2 = p_f(1 - \xi_b)$$

$$p_3 = (1 - p_d)$$

$$p_4 = p_d \xi_b.$$

Hence, the $4 \times 4$ transition matrix $R$ can be derived as

$$R = \begin{pmatrix}
  R_{11} & R_{12} & R_{13} & R_{14} \\
  R_{21} & R_{22} & R_{23} & R_{24} \\
  R_{31} & R_{32} & R_{33} & R_{34} \\
  R_{41} & R_{42} & R_{43} & R_{44}
\end{pmatrix}.$$  

C. MAC Scheduling Delay

To formulate the MAC frame scheduling delay for secondary users in CR networks, we first denote $T_{id}$ the duration of a time slot, and $t$, the corresponding channel sensing time allocated for each time slot, as shown in Fig. 4.

In the proposed channel model shown in Fig. 3, if the current channel is in state $s_2$ or $s_4$, the MAC frame has to wait for the next time slot. When new time slot arrives, it
has to wait again if the channel is still in state $s_2$ or $s_3$. This process repeats until a time slot becomes available, or until a maximum waiting threshold in terms of the number of time slots is reached, denoted as $N_{\text{max}}$. If this maximum threshold is reached, the waiting packet has to be dropped from the sending queue. We call this truncated MAC scheduling. Furthermore, to ensure real-time video transmission, every video packet has to meet a delay bound. Therefore, all the video packets of the same video frame have the same delay bound. We denote $T_{\text{max}}$ the delay bound of the video frame $n$. Then, $N_{\text{max}}$ can be calculated as

$$N_{\text{max}} = \left\lceil \frac{T_{\text{max}}}{T_s} \right\rceil$$

Note that forward error control coding and automatic repeat request (ARQ) are the two major error resilient approaches used by video encoder. However, ARQ is not always feasible for real-time video transmission, due to the excessive delay caused by retransmissions [22], [23]. Therefore, in this paper, we do not consider ARQ. Instead, we will optimize system performance for secondary users.

As shown in Fig. 3, only when channel is in state $s_1$, can it be effectively used to transmit data for secondary users. When the channel is in state $s_2$, $s_3$, or $s_4$, it is not available for secondary users, or it is not detected by the secondary users as available. Therefore, the probability $p_s$ that a given MAC frame has to wait for the next time slot can be expressed as

$$p_s = 1 - (1 - p_f)(1 - \xi_b).$$

Thus, assuming the availability of time slots are independent, the average scheduling time at hop $h$ can be represented as

$$t_{\text{sched}} = (p_s + p_{s} + \ldots + p_{s}) T_s = (p_s - p_{s}) T_s = t_0$$

\(\text{(14)}\)

D. Transmission Delay

In this paper, adaptive modulation and coding (AMC) technique at the PHY layer is adopted on a packet-by-packet basis to enhance the throughput. With AMC, the optimal combination of different modulation constellations and different rates of error-control codes is selected based on the time-varying channel quality. For example, in good channel conditions, AMC schemes with larger constellation sizes and higher channel coding rate will guarantee the required packet error rate for quality of service provisioning [24], [25]. Usually, bit error rate (BER) $\epsilon(\xi)$ can be calculated from the approximated expression as follows:

$$\epsilon(\xi) = \sum_{n=0}^{\infty} \frac{1}{(1 - \xi_n)} \sum_{m=1}^{M} \sum_{h=1}^{H} f_{m,h} \xi_n^{m,h}$$

where coefficients $a_n$ and $b_n$ can be obtained by fitting (17) to the exact BER, as shown in Table I [18]. Therefore, the frame error rate $\phi(\xi)$ can be expressed as

$$\phi(\xi) = 1 - (1 - \epsilon(\xi))^f$$

\(\text{(18)}\)

where $f$ is the MAC frame size, and $\xi$ is the received SNR.

To achieve the best video quality at the receiver side, the expected end-to-end video distortion under the constraint of video packet delay should be minimized. With the proposed distortion-delay framework, the source coding, MAC scheduling, transmission, and modulation and coding are jointly optimized in a cross-layer fashion.

IV. PROBLEM FORMULATION

In wireless video transmission, all packets of a given frame $f_s$ is constrained by a frame delay bound $T_{\text{max}}$. Therefore, all packets of the video frame $f_s$ have the same delay constraint $T_{\text{max}}$. Denote $Q$ as all possible operating points of source coding parameter (such as quantization step size $q_{n,x}$) of packet $x$ of frame $n$, $M$ as all possible modulation and channel coding schemes $m_{n,x}$. Thus, the proposed problem can be formulated as

$$\min_{s_n,x_n,q_{n,x},m_{n,x}} \sum_{n=1}^{N} \sum_{x=1}^{X_n} E(D_{n,x})$$

\(\text{s.t.} : \max_{1 \leq n \leq N} t_{n,x} \leq T_{\text{max}}, \forall t\)

\(\text{(19)}\)

where $N$ is the total number of video frames of the given video sequence, and $X_n$ is the total number of packets generated from the nth video frame. In addition

$$t_{n,x} = \frac{X_n}{1 + \sum_{h=1}^{H} t_{\text{trans}}(n,x,h)}$$

\(\text{(20)}\)

where $t_{\text{trans}}$ and $t_{\text{sched}}$, have already been derived by using (16) and (20), respectively. $Z$ and $H$ are the MAC frame number and the hop number, respectively. In other words, the $x$th packet of video frame $n$ is fragmented into $Z$ MAC frames, and these MAC frames are transmitted on a path with $H$ hops.
Therefore, the proposed problem has been formulated into a MIN-MAX problem [26].

V. PROBLEM SOLUTION

Denote α as the index of video packet s over the entire video clip. Thus, the parameter vector of packet s of video frame n can be represented as

\[ V_n = [q_{n,s}, m_{n,s}] \]  

where \( q_{n,s} \in \mathcal{Q} \), \( m_{n,s} \in \mathcal{M} \) and \( 1 \leq n \leq N \times X_o \)

where \( q_{n,s} \) and \( m_{n,s} \) are the quantization step size; the AMC mode of packet \( s \) of the \( n \)th video frame, respectively. In addition, \( \mathcal{Q} \) and \( \mathcal{M} \) are the sets of all the possible values of \( q_{n,s} \) and \( m_{n,s} \), respectively.

To solve the MIN-MAX problem as shown in (21), we first convert it into an unconstrained optimization problem. According to the formulation (21), any parameter vector \( V_n \) resulting in the expected packet delay greater than the constraint \( T_{\text{max}} \) cannot be the optimal parameter vector \( V_{\text{opt}} \). Therefore, the objective function can be re-written as

\[ f[D_{\theta,\alpha}] = \begin{cases} \min & f[D_{\theta,\alpha}] \\ & : \text{Decision vector } V_{\theta,\alpha} \notin \{V_{\text{opt}}\} \end{cases} \]

where the average distortion of a packet with expected delay greater than the delay bound \( T_{\text{max}} \) is set to infinity, meaning that the corresponding parameter vector of the possible solution will not satisfy the packet delay bound \( T_{\text{max}} \). In this way, the minimum distortion problem with delay constraint is transformed into an unconstrained optimization problem.

Note that most modern source codecs such as H.264 [12] adopt error concealment strategies to improve the video quality, which also introduces dependencies among slices/packets. Therefore, if the error concealment algorithm uses the motion vector of the previous slice to recover the lost slice, it will cause the calculation of the expected distortion of the current slice to depend on its previous slice. As mentioned earlier, a packet is generated from one slice. Therefore, without losing generality, we assume that the current packet depends on its previous \( \theta \) packets (\( \theta \geq 0 \) in error concealment). To solve the formulated optimization problem in (21), we define a cost function \( f(V_{\theta-1,\alpha}, \ldots, V_{1,\alpha}) \) to represent the minimum average distortion up to and including the \( \theta \)th packet, where \( V_{\theta-1,\alpha}, \ldots, V_{1,\alpha} \) are decision vectors of the \( (k-\theta) \)th to \( k \)th packets. Denote \( \tau \) the total packet number of the video sequence, where \( \tau := N \times X_o \). Therefore, \( f(V_{\theta-1,\alpha}, \ldots, V_1) \) represents the minimum distortion incurred by all packets of the given video sequence. Thus, solving (21) is essentially to solve the equation as follows:

\[ \min_{\theta, \ldots, \alpha} f(V_{\theta, \alpha}, \ldots, V_1). \]  

Therefore, given the cost function \( f_{\theta,1}(V_{\theta-1,\alpha}, \ldots, V_{1,\alpha}) \) and the \( \theta + 1 \) decision vectors \( V_{\theta-1,\alpha}, \ldots, V_{1,\alpha} \) for the \( (k - \theta - 1) \)th to the \( (k - 1) \)th packets, the selection of the next decision vector \( V_k \) is independent of the selection of the previous decision vectors \( V_1, V_2, \ldots, V_{\theta-2} \). This means that the cost function can be expressed recursively as

\[ f(V_{\theta, \alpha}, \ldots, V_1) = \min_{\theta, \ldots, \alpha} \{ f_{\theta,1}(V_{\theta-1,\alpha}, \ldots, V_{1,\alpha}) + f[D_{\theta,\alpha}] \} \]  

which implies that the next step of the optimization process for the cost function is independent of its past steps, forming the foundation of dynamic programming.

Essentially, (26) can be further converted into and solved as a graph theory problem of finding the shortest path in a directed acyclic graph [27]. By using dynamic programming to solve this shortest path problem, the computational complexity of the algorithm is decreased to \( O(\tau \times |V|^{\theta+1}) \) (where \( |V| \) is the cardinality of \( V \), depending directly on the value of \( \theta \). For most cases, \( \theta \) is a small number, so the computational complexity of the algorithm is effectively decreased, compared with the exponential computational complexity of exhaustive search algorithm [28].

VI. EXPERIMENTAL ANALYSIS

A. Experimental Environment

In this paper, video coding is performed by H.264/AVC JM 15.1 codec under Linux platform while the channel model is generated by a simulator. The video sequence Foreman is adopted for performance analysis. The first 100 frames of the quarter common intermediate format (176 x 144) video clip are coded at frame rate of 30 fps, and each I frame is followed by nine P frames. Assume the whole packet/slice is lost if one of the MAC frames of the packet is lost, which is reasonable since usually intra-prediction is derived from the decoded samples of the same decoded slice. To avoid prediction error propagation, a 10% MB level intra-refreshment is used during the experiments. When a packet is lost during transmission, the temporal-replacement error concealment strategy will be used. The motion vector of a missing MB can be estimated as the median of motion vectors of the nearest three MBs in the preceding row. If that row is also lost, the estimated motion
Fig. 5. Average PSNR comparison between the proposed quality-driven cross-layer optimized system and the existing system for real-time wireless video transmission over CR networks with various packet delay bounds $T_{max}$.

vector is set to zero. The pixels in the previous frame, pointed by the estimated motion vector, are used to replace the missing pixels in the current frame.

In the experiments, QP $q$ and AMC mode $m$ of each packet are considered as the parameters to be optimized. The possible values of QP are chosen from 1 to 50, while the available AMC schemes are 1 to 6 as shown in Table I. According to [21], the channel is assumed to be busy with an average probability of $\zeta_b = 0.1$. Also, since performance enhancement of secondary users in CR networks is the main focus of this paper, we set the detection threshold $t_d = 1.35$, so that false alarm probabilities are effectively decreased. Therefore, under this setting, the channel sensing is reliable, and the interference to primary users is minimal.

Given an average SNR $\bar{\xi}$, the instantaneous link quality $\xi$ can be randomly produced from (3). In this paper, the link bandwidth is set to 100k symbols/s. Moreover, without losing generality, a single hop scenario is considered in the experiments to verify the performance of the proposed framework. Similar conclusions derived from the single hop scenarios may straightly apply to the multi-hop scenarios when the CSI of each hop is available.

Also, the delay bound is set in accordance with the frame rate, as adopted in the literature [29]–[31]. As the most important performance metric for video applications [32], [33], peak signal-to-noise ratio (PSNR) of the received video frames of secondary users is used as the performance metric to compare the proposed system with the existing system, which has fixed AMC schemes.

B. Performance Evaluation

The performance enhancement of the proposed system for secondary users under various packet delay bounds is verified in Fig. 5, where time slot duration $T_0$ is set to 5 ms, average SNR $\bar{\xi}$ is set to 15 dB, and channel sensing time $t_s$ is set to 0.5 ms and 1 ms, respectively. From the figure, we can observe that by jointly optimizing the system parameters residing in different network layers under the proposed system, significant performance improvement can be achieved. Another observation is that as the delay bound becomes more and more stringent, the performance gain becomes higher and higher. This implies that the proposed system is especially suitable for real-time video transmission over CR networks with stringent delay bound. Furthermore, we can also observe that under the same network conditions, if the channel sensing time becomes longer, the performance gain actually becomes higher. This indicates that the proposed system might be useful for cognitive networks, due to the fact that when more time is allocated to perform channel sensing, MAC scheduling, and ARQ management, the negative impact on the overall system performance is minimized.

In Fig. 6, the visual comparison of one video frame (the 40th frame of the Foreman video clip) is presented with the packet delay bound being set to 30 ms and $t_s = 0.5$ ms. Other environment settings remain the same with those of the above figure. Thus, it is observable that the user-perceived video quality has been greatly improved.

We also evaluate the relationship between the channel quality SNR $\bar{\xi}$ and the perceived video quality under the proposed system as shown in Fig. 7. In this experiment, time slot duration $T_0$ is set to 5 ms and the channel sensing time $t_s$ is 0.5 ms. The packet delay bound is set to 20 ms and 30 ms, respectively. From the figure, we can observe that by jointly optimizing the system parameters residing in different network layers under the proposed system, significant performance improvement can be achieved. Another observation is that as the delay bound becomes more and more stringent, the performance gain becomes higher and higher. This implies that the proposed system is especially suitable for real-time video transmission over CR networks with stringent delay bound. Furthermore, we can also observe that under the same network conditions, if the channel sensing time becomes longer, the performance gain actually becomes higher. This indicates that the proposed system might be useful for cognitive networks, due to the fact that when more time is allocated to perform channel sensing, MAC scheduling, and ARQ management, the negative impact on the overall system performance is minimized.
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We also evaluate the relationship between the channel quality SNR $\bar{\xi}$ and the perceived video quality under the proposed system as shown in Fig. 7. In this experiment, time slot duration $T_0$ is set to 5 ms and the channel sensing time $t_s$ is 0.5 ms. The packet delay bound is set to 20 ms and 30 ms, respectively. From the figure, we can observe that by jointly optimizing the system parameters residing in different network layers under the proposed system, significant performance improvement can be achieved. Another observation is that as the delay bound becomes more and more stringent, the performance gain becomes higher and higher. This implies that the proposed system is especially suitable for real-time video transmission over CR networks with stringent delay bound. Furthermore, we can also observe that under the same network conditions, if the channel sensing time becomes longer, the performance gain actually becomes higher. This indicates that the proposed system might be useful for cognitive networks, due to the fact that when more time is allocated to perform channel sensing, MAC scheduling, and ARQ management, the negative impact on the overall system performance is minimized.
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respectively. From the figure, we can observe that the proposed system achieves higher performance gain when the time slot duration $T_0$ is set to 5 ms and SNR is 15 dB. The packet delay bound $T_{pkd}^{opt}$ is set to 20 ms and 30 ms, respectively. As shown in Fig. 9, by increasing $t_s$, the overall performance decreases. This is reasonable because when the time spent on channel sensing increases, the time spent on transmission ($T_0 - t_s$) decreases accordingly. However, the proposed system is able to achieve higher performance gain when more time is spent on channel sensing, thus minimizing the negative impact on the overall system performance.

In summary, all the experimental results demonstrate the significant performance enhancement of the proposed system for secondary users in CR networks. The experimental results also indicate that the performance gain is usually higher when the wireless channel experiences bad quality in a more stringent delay-bounded video application.

VII. Conclusion

In this paper, a cross-layer optimized system for real-time video transmission over CR networks has been proposed and studied. The proposed system can achieve the best possible video quality for secondary users, significantly improving the user experience of secondary users in CR networks, leading to the possibility of wide deployment of CR technologies in wireless video applications. The design problem is presented to minimize the expected video distortion under the constraint of packet delay bound, which has been formulated as a MIN-MAX problem and solved by dynamic programming. Experimental results have validated the effectiveness of the proposed system.
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