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Abstract—The performance of non-binary joint network-channel decoding (NB-JNCD) is examined in wireless sensor networks with correlated sensors. The operating assumption is that systems containing multiple sensors in close proximity obtain correlated measurements. It is shown that, when the correlation model between sensors is known at the sink, the addition of a correlation-based decoder within the decoding framework greatly improves the error rate performance. Simulation results also indicate that the proposed correlation-based decoder is comparable to source coding across the correlated sensors in terms of error rate, while eliminating the need for costly sensor-to-sensor communication.

I. INTRODUCTION

Network coding (NC) was first proposed by Ahlswede et al. in 2000 [1]. Network coding improves data rates, when compared to traditional routing methods, by intelligently combining data in order to achieve the information transmission capacity proposed by the max-flow min-cut theorem. Due to its capacity-achieving performance in multicast wireline networks, network coding has attracted much attention in the research community.

The utility of network coding reaches beyond wireline communications, and can be applied to a variety of wireless applications. Much of the network coding research in wireless networks assumes lossless channels [2], [3], [4], however, research has also demonstrated the utility of network coding on lossy network applications [5], [6], [7]. One such application is wireless sensor networks (WSN), which can be used to collect data in a variety of industrial and civilian applications, including industrial process monitoring [8], and health monitoring [9].

Channel coding is commonly used to improve reliability over point-to-point lossy communications links, so it is natural to consider the application of channel coding with network coding over lossy networks to improve link reliability and increase the transmission rate. Effros et al. [10] conjectured that channel and network coding do not separate in general for wireless networks and attributes this to the failure of separation in canonical systems. They go on to demonstrate improved performance using a unified approach, which was verified by [11].

Haas et al. first proposed a joint network-channel decoding technique for multi-access and two-way relay channels, and presented an iterative network and channel decoding framework that operates on the Tanner graph of the LDPC code [12], [13]. Bao and Li proposed adaptive network coded cooperation using multiple transmitters to send data to a common receiver through an inherently unreliable and constantly changing channel [14]. They also presented a general framework that unifies channel coding and network coding [15]. The above schemes are based on networks with specific topologies using binary symbols, and cannot be directly applied to general wireless network topologies with non-binary coding. More recently, non-binary joint network-channel decoding (NB-JNCD) [16], [17] has been introduced as a practical scheme that can be applied to general network topologies (e.g., wireless sensor networks) by combining non-binary channel coding and random linear network coding using high-order modulation schemes for improved bandwidth efficiency. An iterative two-tier decoding scheme is used by NB-JNCD to jointly exploit redundancy inside packets (channel coding) and across packets (network coding) for error recovery. Simulation results show significant error-rate improvements when comparing NB-JNCD to similar decoding methods.

This paper focuses on the application of NB-JNCD to networks with correlated sensors, e.g., wireless body area networks (WBAN). WBANs consists of sensors that are connected either inside or outside of the human body, and can be used to monitor vital body parameters [9], [18]. The WBAN measurements obtained from the same subject, such as blood pressure, heart beat, and pulse rate, are likely to be correlated. While source coding can reduce the necessary data rate of individual sensors by exploiting temporal correlation, sensor-to-sensor communication is necessary to apply source coding across sensors. To eliminate the need for increased power and complexity at the sensor nodes, a new non-binary joint channel-correlation-network decoder (NB-JCCND) is presented. By assuming known correlation across sensors, the NB-JCCND incorporates a new correlation-based decoding component to reduce the error rate as the correlation between sensors increases. In addition NB-JCCND is also compared to a system which performs source coding across sensors and uses NB-JNCD. It is shown that NB-JCCND reduces the complexity at the sensors, otherwise incurred by sensor-to-sensor source coding, without resulting in significant error rate increases.

II. BACKGROUND

The non-binary joint network-channel-correlation decoder uses a combination of LDPC decoding, linear network coding, and a correlation-based message-passing algorithm. The following review of LDPC codes and random linear network coding is given before reviewing the NB-JNCD scheme of [17].

A. LDPC Codes

Low-density parity-check codes were first introduced by Gallager in 1960 [19], and rediscovered by MacKay in 1997 [20]. This rediscovery was brought about due to powerful computational resources, and LDPC codes were shown to achieve
near-Shannon limit performance when decoded using iterative, probabilistic decoding algorithms.

This paper considers the following network communication model, using non-binary LDPC codes [21] to improve the reliability of data transmission in wireless sensor networks. For a single data packet transmission, each sensor generates a vector \( u \in \mathbb{F}_q^K \) of \( K \) independent information symbols, where the symbols are elements of the Galois field of size \( q = 2^m \). A channel encoder uses a generator matrix \( G \) to map \( u \) to a unique length \( N \) codeword \( c \in \mathbb{F}_q^N \) via \( c = uG \). The rate of the resulting LDPC code is \( R = \frac{K}{N} \).

Before a codeword \( c \in C \) is transmitted over a noisy channel, each symbol is mapped to a point using either binary phase-shift keying (BPSK) or quadrature amplitude modulation (QAM). The received signal vector \( y \in \mathbb{R}^N \) is given by \( y = x + n \), where \( n \in \mathbb{R}^N \) is a vector of additive white Gaussian noise (AWGN) with variance \( \sigma^2 \). The channel likelihood vector, often used for soft-decision decoding is given by

\[
\lambda_{i,j} = \frac{e^{-||y_i - x_j||^2}}{\sum_{k=0}^{q-1} e^{-||y_i - x_j||^2}}
\]

for all \( i = 1, \ldots, N \), and \( j = 0, \ldots, q - 1 \). Note that \( ||y_i - x_j|| \) is the Euclidean distance between the noisy modulated symbol \( y_i \) and the modulated information symbol \( x_j \).

For any given generator matrix \( G \), there exists an \( M \times N \) parity-check matrix \( H \), where \( M \geq (N - K) \). A parity-check matrix of an LDPC code \( C \) is a sparse matrix \( H \), such that \( HC^T = 0 \) for all \( c \in C \). LDPC codes are often defined by \( H \), and the Tanner graph is a common bipartite graphical representation of \( H \), used to depict the operations of message-passing decoders. To construct the Tanner graph, each column \( i \) in \( H \) is assigned to a corresponding variable node \( v_i \in V \), and each row \( j \) is assigned to a corresponding check node \( f_j \in F \). An edge \( e_{i,j} \in E \) exists between \( v_i \) and \( f_j \) if and only if the entry in the \( j^{th} \) row and \( i^{th} \) column of \( H \) is non-zero.

Belief propagation decoding is used in this paper for iterative decoding of LDPC codes. After computing the initial likelihood of each symbol using Equation (1), messages are passed from variable nodes to check nodes, and check nodes to variable nodes for a pre-determined number of iterations. Further details regarding the decoding algorithm for non-binary LDPC codes used in this paper can be found in [21].

B. Network Coding

Network coding operates by intelligently combining data at intermediate nodes [1]. This is in contrast to traditional data routing that tries to avoid collisions of data streams by simply replicating data and forward it. The principles of network coding are examined using the network given in Figure 1. Two bits are being transmitted from the sensor \( S \) to the receivers \( T_1 \) and \( T_2 \) in a single unit of time. With a simple encoding function at node \( R_1 \), both nodes \( T_1 \) and \( T_2 \) are able to decode bits \( b_1 \) and \( b_2 \) in a single transmission. Generalized, random, linear network coding [22] is examined in the following.

1) Encoding Network Codes: Assume there are \( S \) sensors in the network, and each sensor wishes to transmit a packet \( D \) of information symbols. The entire set of packets being transmitted over the network is given by \( \{D^1, \ldots, D^S\} \). Intermediate nodes in the network receive a set of \( k \) encoded packets, each given by \( E_j = \sum_{i=1}^{S} D_i^j \). The intermediate nodes then re-encode the messages using

\[
E_{\text{out}} = \sum_{i=1}^{k} h_i E_i = \sum_{i=1}^{k} \left( \sum_{j=1}^{S} h_i g_i^j D^j \right)
\]

In order to make network coding possible, the vector of encoding coefficients \( \{g_1^1, \ldots, g_1^S, \ldots, g_k^1, \ldots, g_k^S\} \), where \( g_{i\text{out}} = \sum_{i=1}^{k} h_i g_i^j \) for all \( j = 1, \ldots, S \), is assumed to be known by all downstream nodes in the network. In practice, this is done by adding a header to the encoded information vector \( E_{\text{out}} \). This operation is performed at all intermediate nodes in the network.

2) Decoding Network Codes: Much like the intermediate nodes, the sink receives a set of encoded packets \( \{E_j = \sum_{i=1}^{S} D_i^j | j = 1, \ldots, k\} \). In order for the sink to decode the information packets \( \{D^1, \ldots, D^S\} \), the number of received packets must satisfy the condition \( k \geq S \). Decoding involves forming a matrix of equations \( E_j = \sum_{i=1}^{S} D_i^j \) for all \( j = 1, \ldots, k \) using knowledge of \( \{E_1, \ldots, E_k\} \) and the coefficients, and then solving for the information packets \( \{D^1, \ldots, D^S\} \) using Gaussian elimination.

C. Non-Binary Joint Network-Channel Coding

Non-binary joint network-channel decoding (NB-JNCD) combines channel coding and network coding by introducing an iterative decoder that passes messages between a non-binary LDPC decoder and a random linear network decoder [16], [17]. Both LDPC coding and network coding operate over the same Galois field \( GF(q) \).

Fig. 1. Network configuration with a simple network coding scheme used to achieve the capacity of two bits per channel transmission to both sinks.

Fig. 2. Two-sensor, one-sink network with two intermediate nodes.
As an example of NBJNCC, we consider a simple topology of Figure 2, using two sensors $S_1$ and $S_2$, two intermediate nodes $R_1$ and $R_2$, and one sink $T$. We use a non-binary LDPC code specified by the parity-check matrix $H$ and generator matrix $G$. Sensor $S_1$ generates a packet $u_1 \in \mathbb{F}_q^K$ of $K$ information symbols, then encodes it into the packet $D_1 = u_1 G \in \mathbb{F}_q^N$. Thus, the channel coding rate is $R_c = \frac{K}{N}$. Correspondingly, the packet from sensor $S_2$ is $D_2 = u_2 G \in \mathbb{F}_q^N$. Packets $D_1$ and $D_2$ are modulated and sent to both the intermediate nodes and the sink. We assume the channels between the sensors and intermediate nodes are lossless, and all channels connecting to the sink are lossy with slow Rayleigh fading. It is assumed that the fading remains constant across each packet, and varies from packet to packet independently. The Rayleigh block-fading channel is modeled as $y = \alpha x + n$ where $\alpha$ follows a standard Rayleigh distribution with $E(|\alpha|^2) = 1$ and $n$ is AWGN.

After receiving packets from the sensors, the intermediate nodes encode the packets using random linear network coding. Thus, the two network codes transmitted from the intermediate nodes $R_1$ and $R_2$ to the sink $T$ are

$$E_1 = g_1^T u_1 G + g_1^T u_2 G$$

and

$$E_2 = g_2^T u_1 G + g_2^T u_2 G,$$

where the set of network coding coefficients $\{g_1^1, g_1^2, g_2^1, g_2^2\}$ are chosen randomly from $\mathbb{F}_q(G)$. The sink receives $D_1$ and $D_2$ directly from the sensors and network codes $E_1$ and $E_2$ from the intermediate nodes. Altogether, the information received at the sink node is given by

$$\begin{pmatrix} D_1 \\ D_2 \\ E_1 \\ E_2 \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ g_1^1 & g_1^2 \\ g_2^1 & g_2^2 \end{pmatrix} \begin{pmatrix} D_1 \\ D_2 \\ u_1 \\ u_2 \end{pmatrix} G.$$

The likelihood vectors for the packets received at the sink can be computed using Equation (1), and are given by $\lambda_{D_1}$, $\lambda_{D_2}$, $\lambda_{E_1}$, and $\lambda_{E_2}$. In the NB-JNCC decoder, the channel codes are first decoded using belief propagation decoding for a fixed number of iterations. Then, the new likelihoods $\lambda_{D_1}^{BP}$, $\lambda_{D_2}^{BP}$, $\lambda_{E_1}^{BP}$, and $\lambda_{E_2}^{BP}$ are taken from the belief propagation decoder, and used by the network decoder.

Message-passing within the network decoder operates by exchanging information between decoded packets. In this example, each packet in the set $\{D_1, D_2, E_1, E_2\}$ can be formed from a linear combination of any other two, forming the basis for the NB-JNCC scheme. For example, in the simplest case packet $E_1$ can be formed using $E_1 = g_1^1 D_1 + g_1^2 D_2$. The same linear operations can be applied to the likelihoods $\lambda_{D_1}^{BP}$ and $\lambda_{D_2}^{BP}$ to form $\lambda_{E_1}^{ND}$, which is the likelihood produced by network decoding. When updating the likelihood of any packet, the two other packets are chosen that have the smallest number of non-zero elements in their syndrome after BP decoding. Packets that result in a small number of non-zero elements in their syndrome are considered the most reliable. For example, consider a situation where the number of nonzero elements in the syndromes of packets $\{D_1, D_2, E_1, E_2\}$ is $\{23, 13, 5, 28\}$. Under this scenario, when updating the likelihood of $D_2$, the likelihoods of $D_1$ and $E_1$ would be used because, excluding $D_2$, they have the smallest number on non-zero elements in their syndrome. The final step in NB-JNCD is to multiply the ND likelihoods by the original likelihoods obtained from the channel, and normalize them. The result of this multiplication is then passed back into the BP decoder for further processing until all the packets are decoded with all-zero syndromes or up to a fixed number of iterations.

III. JOINT DECODING OF CORRELATED SENSOR DATA

This section introduces a new method for joint decoding at the sink node of a wireless sensor network with correlated binary sensors. Using a known model of correlation, the relationship between the sensors is used to achieve lower error rates when compared to using NB-JNCD.
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Fig. 3. Non-binary joint channel-correlation-network decoder.

The NB-JCCND, shown in Figure 3, first computes the channel likelihood using Equation (1), and performs belief propagation decoding on each packet separately. The soft output of the belief propagation algorithm is then fed into the correlation decoder, where the known correlation between packets is used to modify the probability of each symbol. These modified probabilities are then passed to the network decoder, which utilizes the redundancy in the network to pass information between packets. The main contribution of this paper is the use of correlation between the sensors in the decoding process. After presenting the correlation model considered in this paper, a detailed description of the NB-JCCND is given.

A. Correlation Model

The correlation model is given in the following for a two-sensor system. Let $u_{b,1} = [u_1, \ldots, u_{Km}] \in \mathbb{F}_2^{Km}$ and $u_{b,2} = [u_2, \ldots, u_{Km}] \in \mathbb{F}_2^{Km}$ be two correlated binary information bit sequences. The correlation model between the two sensors is given by the following [23].

- Generate the symmetric i.i.d. sequence $u_{b,1}$, where $P(u_{b,1} = 0) = P(u_{b,1} = 1) = \frac{1}{2}$ for all $k = 1, \ldots, Km$.
- Let $e$ be a binary random vector, such that $P(e_k = 1) = 1 - p_{1,2}$ and $P(e_k = 0) = p_{1,2}$ for all $k = 1, \ldots, Km$. Define the sequence $u_{b,2}$ as $u_{b,2} = u_{b,1} \oplus e$, where $\oplus$ indicates modulus 2 addition.

952
It is easy to see that, when $p_{1,2} = 1.0$, the information bits $u_{1,1} = u_{2,2}$. This represents two sensors that are completely correlated. The opposite scenario occurs when $p_{1,2} = 0.5$, and the two information bits are completely uncorrelated.

Sensor $S_1$ transmits $u_1$ of $K$ information symbols using the encoding function $D_1 = u_1G$, and similarly sensor $S_2$ sends $D_2 = u_2G$. The symbol sequences $u_1$ and $u_2$ are obtained by converting sequential groups of $m$ information bits in $u_{1,1}$ and $u_{2,2}$. It is assumed that $G$ is systematic, and thus the last $K$ symbols in the codeword are the information symbols. While the information symbols are correlated using the above definition, it is assumed that the coded symbols are uncorrelated. The correlation model for two sensors can easily be extended to any number of sensors, as it is assumed that the correlation probability $p_{i,j}$ is known between any two sensors $S_i$ and $S_j$.

### B. Non-Binary Joint Channel-Correlation-Network Decoder

#### 1) Channel Decoding: Let there be $k \geq S$ noisy packets received at the sink, given by $\{y_{E_1}, y_{E_2}, \ldots, y_{E_k}\}$, where each unmodulated, uncoded packet $j$ is given by $E_j = g_j^1u_1G + g_j^2u_2G + \ldots + g_j^ku_kG$.

The channel likelihood vector for $y_{E_j}$, given by $\lambda_{E_j}$, is computed using equation (1) and passed to the belief propagation decoder, for all $j = 1, \ldots, k$. The belief propagation decoder performs a fixed number of iterations, and the soft output of the belief propagation decoder is then passed to the correlation decoder.

#### 2) Correlation Decoding: Correlation decoding exploits the known correlation between sensors by modifying the probability of each symbol after belief propagation decoding. Whereas belief propagation decoder uses relationships between symbols in the same packet to determine the value of each symbol, correlation decoding uses the relationships between symbols across sensors to determine the value of each symbol. The procedure for passing messages between packets using the correlation decoder is given in the following.

- **Conditional probability tables**

Before correlation decoding can take place, the conditional probability tables for every pair of packets received at the sink node must be computed. The tables are used to compute the messages passed between packets. Consider two packets $S_i$ and $S_j$, with correlation probability $p_{i,j}$. The probability that $S_i$ transmits a symbol $s_t \in \{0, \ldots, q-1\}$ given that sensor $S_i$ transmits a symbol $s_v \in \{0, \ldots, q-1\}$ is given by

$$p_{i,j}^{GF}(s_t|s_v) = \prod_{r=1}^{m} \begin{cases} p_{i,j} & \text{if } b_{t,r} = b_{v,r} \\ 1 - p_{i,j} & \text{if } b_{t,r} \neq b_{v,r} \end{cases}$$

where $b_{t,r}$ and $b_{v,r}$ for $r = 1, \ldots, m$ are the bits representing the symbols $s_t$ and $s_v$, respectively. The conditional probability table between sensor $S_i$ and $S_j$ contains $p_{i,j}^{GF}(s_t|s_v)$ for all $s_t \in \{0, \ldots, q-1\}$ and $s_v \in \{0, \ldots, q-1\}$. A conditional probability table is computed for all $2 \times (\text{GF})$ pairs of sensors. We will denote the conditional probability table for every pair of encoded packets $E_i$ and $E_j$ by $P_{E_i|E_j}$.

- **Generate modified likelihoods**

The second step is to modify the soft output of belief propagation using the conditional probability tables. This is done by multiplying the soft output probability vector element-by-element by the conditional probability table. Consider two likelihood vectors passed from the BP decoder for the same symbol, given by $\lambda_{E_i}^{BP}$ and $\lambda_{E_j}^{BP}$. There are two steps to compute the message passed from $\lambda_{E_i}^{BP}$ to $\lambda_{E_j}^{BP}$. The first step is to multiply each element in the probability table by $\lambda_{E_i}^{BP}$ using

$$p_{i,j}^{GF}(s_t|s_v) = \lambda_{E_i}^{BP} \times p_{i,j}^{GF}(s_t|s_v)$$

for all $t = 1, \ldots, q$ and $v = 1, \ldots, q$. This operation uses the likelihoods obtained from BP decoding to convert the conditional probabilities to joint probabilities. The second step is to sum the elements in the joint probability table to compute the correlation decoder (CD) message, given by

$$\lambda_{E_i \rightarrow E_j}^{CD} = \prod_{j=1}^{k} \lambda_{E_j \rightarrow E_i}^{CD}$$

where the vectors $\lambda_{E_i \rightarrow E_j}$ are multiplied element-by-element. In summary, the correlation decoder uses the conditional probability tables to pass information between codewords received at the sink.

#### 3) Network Decoding: The network decoding portion of the NB-JCCND is done using the same approach described in Section II-C, and introduced in [17].

### IV. Results

The following simulation results demonstrate the performance of the proposed NB-JCCND on the network topology given in Figure 2. Network encoding at the intermediate nodes is performed using the coefficients $g_1^1 = 7, g_1^2 = 7, g_2^1 = 12$, and $g_2^2 = 13$. Simulations results are presented using six different sensor correlations $p_{1,2} = 0.5, 0.6, 0.7, 0.8, 0.9$, and 1.0. An LDPC code with length $N = 1000$, dimension $K = 800$ symbols over $GF(16)$ is used for all simulations. This is the same LDPC code used in [17], with average variable node degree 2.8. The results are compared to those of NB-JNCD over a range of SNR on the Rayleigh block fading channel. Note that all performance plots take into account the rate of the channel code given by $\frac{E_b}{N_0} = 0.8$, and the network transmission rate of 0.5 (transmitting 2 symbols per channel use on a network with a capacity of 4), for an overall transmission rate of 0.4 information bits per channel use.

It was determined empirically that the raw likelihoods passed from the correlation decoder to the network decoder were too strong for these simulations, so dampening of the correlation
AWGN channel, the likelihoods \( \lambda \) error rates of NB-JNCD, with performance equal to NB-JCCND correlation decoding several times, the correlation across the JCCND are required for successful decoding. By applying raw presented for the fading channel, a small number of iterations from converging. At high SNR, where simulation results are estimate of the correlation that prevents channel decoding this dampening is as follows. Often, several iterations of NB-(4

\( p \)

5.2dB, while NB-JNCD does not reach \( p = 0.9 \) dB, 0.3dB, 0.9dB, and 1.3dB, respectively. The smaller gains in symbol error rate when compared to bit error rate can be attributed to the bit-level correlation addressed by the correlation decoding component. In the conditional probability tables of the NB-JCCND, symbols where the majority of bits are not equal are discouraged by the correlation decoder component when correlation is \( p = 0.5 \) dB. Thus, all symbols are not equally likely to cause errors during decoding, and the most likely symbols to cause errors are those where the majority of bits are correct.

For some additional perspective on the gains achieved by NB-JCCND, a system is considered which employs source coding across sensors. As a result of this source coding, each sensor will be able to reduce their respective data rates, and all bits transmitted by the sensors will be i.i.d. with \( p = 0.5 \) dB. In the network given in Figure 2, there are two sensors \( S_1 \) and \( S_2 \), each transmitting 1 bit per channel use. Thus, there are four possible transmissions given by \( S_1S_2 = 00, 01, 10, 11 \). When the two sensors are uncorrelated (i.e., \( p = 0.5 \) dB), the entropy of the system is 2 bits per channel use. However, when \( p = 0.5 \) dB, the entropy is

\[
H(S_1, S_2) = -2 \left( \frac{p_{1,2}}{2} \log_2 \left( \frac{p_{1,2}}{2} \right) + \left( 1 - \frac{p_{1,2}}{2} \right) \log_2 \left( 1 - \frac{p_{1,2}}{2} \right) \right),
\]

When \( p = 1.0 \), the entropy is 1 bit per channel use, and by applying source coding across the sensors this allows an increase in the energy per bit by a factor of two. This translates to a gain in SNR given by

\[
\text{SNR}_{\text{gain}} = 10 \log_{10} (2.0) = 3.0103 \text{dB}
\]

Thus, if source coding were applied across the sensors, and the NB-JNCD were used at the decoder, the gain would be 3.0103dB when \( p = 1.0 \). The source coding gains that could be achieved using \( p = 0.6, 0.7, 0.8 \) and 0.9 is 0.063dB, 0.2657dB, 0.6501dB, and 1.3401dB, respectively. Each of these gains is comparable to those achieved using NB-JCCND, without the need for source coding across sensors.

Both the probability of bit error (\( P_b \)) and symbol error (\( P_s \)) are shown in Figures 4 and 5. As correlation increases, the error rates of NB-JNCD, with performance equal to NB-JCCND at \( p = 0.5 \), remains unchanged while the error rates of NB-JCCND experience a significant decrease. At \( p = 1.0 \), the NB-JCCND reaches \( P_b = 10^{-3} \) at approximately SNR = 5.2dB, while NB-JNCD does not reach \( P_b = 10^{-3} \) until SNR = 7.4dB. This corresponds to a 2.2dB gain in performance when the sensor data is completely correlated. The gain for \( p = 0.6, 0.7, 0.8 \), and 0.9 is 0.2dB, 0.4dB, 0.5dB, and 1.3dB, respectively.

Simulation results are given in Figures 6 and 7 showing the performance of non-binary joint channel-correlation-network decoding over the non-fading additive white Gaussian noise
channel. The gain of NB-JCCND over NB-JNCD ($p_{1,2} = 0.5$) at $P_b = 10^{-2}$ for $p_{1,2} = 0.6, 0.7, 0.8, 0.9,$ and $1.0$ is 0.06dB, 0.18dB, 0.31dB, 0.42dB, and 0.69dB, respectively. The gains achieved with NB-JCCND over the AWGN channel are not as significant as those achieved over the Rayleigh block-fading channel. However, when compared to applying source coding across sensors, the gains are similar for low levels of correlation $p_{1,2} \leq 0.7$ without requiring costly sensor-to-sensor communications and additional processing at the sensor nodes.

V. CONCLUSION

This paper proposes the non-binary joint channel-correlation-network decoder, and demonstrates its performance over wireless sensor networks in which the sensors transmit correlated data. It is shown that when the correlation model is known at the decoder, a correlation-based decoding component inserted into the iterative process of the NB-JNCD significantly reduces the error rates. The new NB-JCCND has similar performance to a system that employs source coding across sensors to reduce the data rate and increase the available energy per bit. However, by exploiting the known correlation between sensors in the proposed correlation decoder component, NB-JCCND eliminates the need for costly sensor-to-sensor communications.

This paper examines decoding performance on a two-source, single-sink network. Future work includes testing NB-JCCND on a variety of networks with differing topologies. In networks that require decoding at the intermediate nodes, it is possible to incorporate correlation decoding with channel decoding, even under scenarios where network decoding is not possible. It is also of interest to examine different models of correlation such as a hidden Markov model, as its flexibility makes it suitable for a variety of applications, such as video surveillance [24].

While it was assumed in this paper that parity symbols are uncorrelated between sensor codewords, this is not generally true when the information symbols are correlated. In particular, low-density generator matrix codes are known to result in codewords with parity symbol correlation similar to that of the information symbol correlation [25]. By using the known correlation between parity symbols, the performance of NB-JCCND would likely improve, especially when using moderate-to-low rate LDPC codes.
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