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Pore fluid pressure, apparent friction, and Coulomb failure

N.M. Beeler, R.W. Simpson, S.H. Hickman, and D.A. Lockner
U.S. Geological Survey, Menlo Park, California

Abstract. Many recent studies of stress-triggered seismicity rely on a fault failure model with a single free parameter, the apparent coefficient of friction, presumed to be a material constant with possible values \( 0 \leq \mu' \leq 1 \). These studies may present a misleading view of fault strength and the role of pore fluid pressure in earthquake failure. The parameter \( \mu' \) is intended to incorporate the effects of both friction and pore pressure, but is a material constant only if changes in pore fluid pressure induced by changes in stress are proportional to the normal stress change across the potential failure plane. Although specific models of fault zones permit such a relation, neither is it known that fault zones within the Earth behave this way, nor is this behavior expected in all cases. In contrast, for an isotropic homogeneous poroelastic model the pore pressure changes are proportional to changes in mean stress, \( \mu' \) is not a material constant, and \( -\infty \leq \mu' \leq +\infty \). Analysis of the change in Coulomb failure stress for tectonically loaded reverse and strike-slip faults shows considerable differences between these two pore pressure models, suggesting that such models might be distinguished from one another using observations of triggered seismicity (e.g., aftershocks). We conclude that using the constant apparent friction model exclusively in studies of Coulomb failure stress is unwise and could lead to significant errors in estimated stress change and seismic hazard.

1. Introduction

Studies of triggered seismicity have used the stress changes produced by a large earthquake (source earthquake) to explain the spatial distribution of subsequent earthquakes (target earthquakes) in the surrounding region. Such studies commonly assume that target earthquakes obey the Coulomb failure criterion and that changes in proximity to failure of a particular fault plane can be determined if the stress changes are known (see summary by Harris, [1998]). The change in proximity to failure is the change in Coulomb failure stress

\[
\Delta \sigma_c = \Delta \tau_r - \mu(\Delta \sigma_n - \Delta p),
\]

where \( \Delta \tau_r \) is the change in shear stress on the plane in the expected rake (slip) direction on the target fault, \( \Delta \sigma_n \) is the change in normal stress (compression is positive), \( \mu \) is the coefficient of friction, and \( \Delta p \) is the change in pore fluid pressure [Harris and Simpson, 1992]. Positive values of \( \Delta \sigma_c \) indicate that the fault plane in question is closer to failure, whereas negative values indicate stress changes that move the fault farther from failure. The stress changes used to evaluate \( \Delta \sigma_c \) with (1) are commonly calculated from dislocation models of the source earthquake slip, assuming the surroundings are linearly elastic.

It is often further assumed that pore pressure changes induced by the change in stress state can be combined with friction into a single parameter \( \mu' \), the apparent coefficient of friction, such that (1) is replaced by

\[
\Delta \sigma_c = \Delta \tau_r - \mu' \Delta \sigma_n.
\]

and \( \mu' \) replaces both \( \mu \) and \( \Delta p \). The parameter \( \mu' \) is then treated as if it were a material constant, independent of the tectonic environment (faulting regime), the magnitude of the stress changes, and time.

The purpose of the present study is to illuminate potential problems resulting from using (2) assuming constant apparent friction (the constant apparent friction model) as the earthquake failure criterion in studies of triggered seismicity. There are three issues we will address: (1) whether there are theoretical or observational bases for the constant apparent friction model, (2) whether changes in Coulomb failure stress depend significantly on choice of pore pressure model, and (3) whether previous studies of triggered seismicity might be in error due to using the constant apparent friction model. We find that the constant apparent friction model is neither general nor is it supported directly by experimental or field observations. To address whether calculated changes in Coulomb failure stress are sensitive to assumptions about pore pressure, we compare
the predictions of the constant apparent friction model with that of a second pore pressure hypothesis, namely equation (1) assuming homogeneous isotropic poroelasticity. To make our comparison simple and hopefully intuitive, we determine the predictions of these two models for conditions of increasing tectonic stress (varying a single principal stress) in reverse and strike-slip faulting environments. The principal conclusions of our study derive from these tectonic loading examples. However, our examples of tectonic stress change are difficult to relate to the earthquake-induced stress changes considered in most previous studies of stress-triggered seismicity. To address the third issue we therefore provide an actual field example of earthquake-induced stress change where the choice of pore pressure model affects the failure stress on seismogenic faults: the change of failure stress on central California faults resulting from stress changes produced by the 1989 Loma Prieta earthquake.

2. Coulomb Failure and the Law of Effective Stress

Coulomb [1773] suggested that shear failure occurs when the shear stress $\tau$ acting across a plane reaches a value

$$|\dot{\tau}| = C + \mu \sigma_n ,$$

(3)

where $C$ is the cohesion of the material and $\mu$ is the coefficient of internal friction. A similar relation named Amontons law has been found to describe initiation of sliding on preexisting planes where $\mu$ is the coefficient of friction [Jaeger and Cook, 1979]. In the presence of pore fluid with pressure $p$, equation (3) must be amended in accord with the effective stress law [Terzahgi, 1923], yielding

$$|\dot{\tau}| = C + \mu (\sigma_n - p) .$$

(4)

Field studies confirm the validity of (4) for faults [Raleigh et al., 1976; Zoback and Healy, 1984; Townend and Zoback, 2000]. As a measure of proximity to failure, the Coulomb failure stress $\sigma_c$ (also referred to in some studies as the Coulomb failure function, CFF [Harris and Simpson, 1992], or as CFS [Harris et al., 1995]) can be defined as

$$\sigma_c = |\dot{\tau}| - \mu (\sigma_n - p) - C .$$

(5)

Negative values of $\sigma_c$ imply that the failure threshold has not yet been reached; zero or positive values imply that the failure threshold has been reached or exceeded. If $C$ remains constant, then the change in $\sigma_c$ produced on a plane by a nearby earthquake or other stress perturbation is

$$\Delta \sigma_c = |\dot{\tau}| - |\dot{\tau}_0| - \mu (\Delta \sigma_n - \Delta p) ,$$

(6)

where $\dot{\tau}_0$ and $\dot{\tau}$ are the shear stresses before and after the stress change, respectively. If the slip direction on the failure plane of a future earthquake is known and only the change in the component of shear stress $\tau_r$ in the slip direction affects failure, then equation (6) reduces to equation (1),

$$\Delta \sigma_c = \Delta \tau_r - \mu (\Delta \sigma_n - \Delta p) .$$

$\Delta \tau_r$ and $\Delta \sigma_n$ can be estimated on any target plane of interest, for example using dislocation models of the source earthquake rupture. These target fault planes are typically assumed either to be optimally oriented (chosen to maximize $|\dot{\tau}|/(\Delta \sigma_n - \Delta p)$) or to correspond to preexisting fault planes of known orientation. This leaves $\mu$ and $\Delta p$ as the remaining unknowns. Laboratory studies suggest that most rock materials display a value of $\mu$ around 0.7 [Byerlee, 1978]. The instantaneous change in pressure $\Delta p$ must be estimated using some model of pore fluid response to stress change. In general, this response will be time-dependent because, if permeability permits, $\Delta p$ will change from the instantaneous “undrained state” that prevails immediately after the stress change to the “drained state” that is attained after fluids have had a chance to flow and reequilibrate. Throughout this study we ignore the time-dependent changes in pore fluid pressure and consider only the undrained state; this is an approach consistent with the majority of previous studies of Coulomb stress change.

3. Pore Pressure Response Models

3.1. Isotropic Poroelastic Model

Experimental observations suggest that in many cases changes in pore pressure in rock and soils are determined by changes in the mean stress [Skempton, 1954; Roeloffs, 1996]. For a homogeneous isotropic poroelastic medium [Rice and Cleary, 1976; Roeloffs, 1996], the relation between stress change and pore pressure change is

$$\Delta p = B \Delta \sigma_{kk}/3 = B \Delta \sigma_m ,$$

(7)

where $\sigma_{kk}$ indicates summation over the diagonal elements of the stress tensor and $\sigma_m = \sigma_{kk}/3$ is the mean stress. The parameter $B$ is Skempton’s coefficient, where $0 \leq B < 1$. Sparse experimental determinations of $B$ for rocks indicate a range from 0.5 to 0.9 for granites, sandstones, and marbles [Rice and Cleary, 1976; Roeloffs and Rudnicki, 1985; Roeloffs, 1996]. If equation (3) applies to faults in the Earth, then

$$\Delta \sigma_c = \Delta \tau_r - \mu (\Delta \sigma_n - B \Delta \sigma_m) .$$

(8)

We subsequently refer to equation (8) as the isotropic model.

Recent studies of triggered seismicity have used the concept of an apparent coefficient of friction

$$\mu' = \mu (1 - \Delta p/\Delta \sigma_n) ,$$

(9)

for combining pore pressure and friction into a single variable. For the isotropic model, recasting equation...
(8) into the form of equation (2) yields

\[ \mu' = \mu(1 - B \Delta \sigma_n / \Delta \sigma_n) . \]  

\[ (10) \]

According to (10), \( \mu' \) will change with location, as \( \Delta \sigma_n \) changes, and with fault orientation, as \( \Delta \sigma_n \) changes.

### 3.2. Constant Apparent Friction Model

Though it is clear either from (9) or (10), and from the original definition of \( \mu' \) by Byerlee [1992] and Hill [1993] that apparent friction can depend on stress state and fault orientation, many recent stress-triggering studies [Reasenberg and Simpson, 1992; Harris and Simpson, 1992; Stein et al., 1992; Deng and Sykes, 1997] have treated apparent friction as if it were a material constant with values \( 0 \leq \mu' \leq 1 \). Were \( \mu' \) an intrinsic material property, and time-dependent changes in \( p \) were ignored, equation (9) would require that \( \Delta p = k \Delta \sigma_n \) where \( k \) is a constant. While we are unaware of any experimental or observational grounds for expecting that \( \Delta p = k \Delta \sigma_n \) in natural fault zones, it might be expected on theoretical grounds. Simpson and Reasenberg [1994] suggest this relationship as one possible pore pressure model based on a ductile fault zone model proposed by Rice [1992]. For the Rice model, mean stress \( \sigma_m = \sigma_n \), and thus \( \Delta \sigma_m = \Delta \sigma_n \). Simpson and Reasenberg then employed the standard isotropic poroelastic relation (equation (7)) to relate stress change to pore pressure change, which leads to

\[ \mu' = \mu(1 - B), \]

\[ (11) \]

within the model fault zone. Equation (11) is the definition of apparent friction commonly used along with equation (2) in previous studies of Coulomb stress change [Jaeger and Cook, 1979],

\[ \tau = \frac{1}{2}(\sigma_1 - \sigma_3) \sin 2\psi, \]

\[ (12a) \]

and

\[ \sigma_n = \frac{1}{2}(\sigma_1 + \sigma_3) + \frac{1}{2}(\sigma_1 - \sigma_3) \cos 2\psi, \]

\[ (12b) \]

where \( \psi = \pi/2 - \beta \), \( \beta \) is the angle between the fault plane and the greatest principal stress, and the principal components are numbered such that \( \sigma_1 > \sigma_2 > \sigma_3 \).

### 4. Examples: Differences Between Pore Pressure Models

Differences between the stress components driving pore pressure response, mean stress for the isotropic model, and normal stress for the constant apparent friction model, lead to differences in \( \Delta \sigma_n \) between the two models for an arbitrary stress change. To illustrate this point, following Anderson [1951] and Sibson [1991], we calculate the response of these two models subjected to plane strain tectonic loading for reverse and strike-slip faults that are weaker than the surrounding crust and not optimally oriented for failure. We also perform similar analysis for an optimally oriented reverse fault. The assumptions of plane strain and tectonic loading allow for analytic solutions and easy comparison of the results. As mentioned above, the solutions obtained will be for the undrained state immediately after stress changes are applied; if fault zone permeability is low, this state will persist in time.

For Coulomb failure we are interested in the shear and normal stresses on a fault plane [Jaeger and Cook, 1979],

\[ \tau = \frac{1}{2}(\sigma_1 - \sigma_3) \sin 2\psi, \]

\[ (12a) \]

and

\[ \sigma_n = \frac{1}{2}(\sigma_1 + \sigma_3) + \frac{1}{2}(\sigma_1 - \sigma_3) \cos 2\psi, \]

\[ (12b) \]

where \( \psi = \pi/2 - \beta \), \( \beta \) is the angle between the fault plane and the greatest principal stress, and the principal components are numbered such that \( \sigma_1 > \sigma_2 > \sigma_3 \).

### 4.1. Reverse Fault (Weak)

First, consider stress changes imposed on a preexisting reverse fault of dip \( \beta \) that is weak with respect to its surroundings (Figure 1a). We assume that the least principal stress \( \sigma_3 \) is vertical and that its magnitude is fixed by the overburden weight so that \( \Delta \sigma_3 = 0 \) [e.g., Sibson, 1991]. For plane strain, \( \Delta \sigma_2 - \nu \Delta \sigma_1 \) where \( \nu \) is the undrained Poisson ratio. Under these constraints, an imposed stress change caused by an increment of tectonic loading can be characterized by a change in the greatest principal stress \( \Delta \sigma_1 \). From (12b) the change in normal stress is \( \Delta \sigma_n = \Delta \sigma_1 (1 + \cos 2\psi)/2 \), the change in mean stress is \( \Delta \sigma_m = \Delta \sigma_1 (1 + \nu)/3 \), and from (12a) the change in shear stress is \( \Delta \tau = \Delta \sigma_1 \sin 2\psi/2 \).

For the isotropic model, the change in Coulomb failure stress induced by an increment of tectonic stress change \( \Delta \sigma_1 \) can be written simply:

\[ \frac{\Delta \sigma_c}{\Delta \sigma_1} = \frac{\sin 2\psi - \mu(1 + \cos 2\psi)}{2} + \frac{\mu B(1 + \nu)}{3}, \]

\[ (13a) \]

where the first, second, and third terms on the right correspond to the contributions from changes in shear stress, normal stress, and pore pressure, respectively. For the constant apparent friction model,

\[ \frac{\Delta \sigma_c}{\Delta \sigma_1} = \frac{\sin 2\psi - \mu(1 - B)(1 + \cos 2\psi)}{2}, \]

\[ (13b) \]

where the first term is as in (13a), and the second term represents the combined contribution from the normal stress and pore pressure terms.

During an increment of increasing compressive load, normal stress increases which decreases \( \sigma_c \), shear stress increases promoting failure and increasing \( \sigma_c \), and mean stress increases. For \( \beta = 15^\circ \), appropriate for a low-angle reverse fault, the contribution of pore pressure change to the Coulomb failure stress for the isotropic model exceeds the small normal stress change and exceeds the shear stress contribution at high values of \( \mu \) and \( B \) (Figure 1b). For the constant apparent friction model, the pore pressure contribution can never
the plane is specified by the coefficient of friction so that $\tan 2\psi = -1/\mu$ (Figure 2a). The sine and cosine terms in equations (12) can then be replaced with $\sin 2\psi = 1/\sqrt{\mu^2 + 1}$ and $\cos 2\psi = -\mu/\sqrt{\mu^2 + 1}$ [Jaeger and Cook, 1979; Engelder, 1993]. For the isotropic model the change in Coulomb failure stress induced by an increment of tectonic stress change is

$$\frac{\Delta\sigma_c}{\Delta\sigma_1} = \frac{1}{2\mu^2 + 1} - \frac{\mu}{2} \left[ 1 - \frac{\mu}{\sqrt{\mu^2 + 1}} \right] + \frac{\mu B(1 + \nu)}{3},$$

(14a)

where the first, second, and third terms on the right correspond to the contributions from changes in shear stress, normal stress, and pore pressure, respectively. As in the previous example an increase in compressive load increases normal stress which decreases $\sigma_c$.

4.2. Reverse Fault in Optimal Orientation

If faulting occurs on an optimally oriented plane, as is assumed in studies of stress-triggered aftershocks [Stein et al., 1992; King et al., 1994], then the orientation of

Figure 1. Weak reverse fault embedded in a stronger crust. (a) Angular relationships between stress directions and the fault in the real and Mohr planes, and the state of stress at failure; cohesion is ignored. The slope of the failure envelope is $\mu$. (b) Relative sizes of shear, normal, and pore fluid contributions to $\Delta\sigma_c$ per increment increase in $\sigma_1$ using the isotropic pore pressure model and $\psi = 75^\circ$ ($\beta = 15^\circ$). (c) Change in Coulomb failure stress per increment increase in $\sigma_1$ for the isotropic (equation (13a)) and the constant apparent friction (equation (13b)) pore pressure models as a function of $\mu$ and $B$.

Figure 2. Optimally oriented reverse fault. (a) Angular relationships between stress directions and the fault in the real and Mohr planes, and the state of stress at failure; cohesion is ignored. The slope of the failure envelope is $\mu$. (b) Relative sizes of shear, normal, and pore fluid contributions to $\Delta\sigma_c$ per increment increase in $\sigma_1$ using the isotropic pore pressure model. (c) Change in Coulomb failure stress per increment increase in $\sigma_1$ for the isotropic (equation (14a)) and the constant apparent friction (equation (14b)) pore pressure models as a function of $\mu$ and $B$.  

exceed that from normal stress, and the shear stress contribution dominates. Thus the two models differ in the way $\Delta\sigma_c$ responds to changes in normal stress and pore pressure. Furthermore, for $0.7 \leq B < 1.0$ and $0.6 \leq \mu \leq 0.8$, which are typical laboratory values of these constants [Byerlee, 1978; Roeloffs, 1996], $\Delta\sigma_c$ for the isotropic model is 61-112% larger than $\Delta\sigma_c$ for the constant apparent friction model at comparable values of $\mu$ and $B$ (Figure 1c). These differences decrease to zero as $\mu$ approaches zero.
shear stress increases, increasing $\sigma_c$, and mean stress increases (Figure 2b)). Although pore pressure changes are always positive with the isotropic model, and can be larger than normal stress changes, the dominant contributor to changes in $\sigma_c$ is change in shear stress for reasonable values of $\mu$, even if $B$ is high (Figure 2b).

For the constant apparent friction model the change in Coulomb failure stress induced by an increment of tectonic stress change is

$$\Delta \sigma_c = \frac{1}{2\sqrt{\mu^2 + 1}} + \frac{\mu(B - 1)}{2} \left[ 1 - \frac{\mu}{\sqrt{\mu^2 + 1}} \right]. \quad (14b)$$

Comparison of pore models at comparable values of $0.7 \leq B < 1.0$ and $0.6 \leq \mu \leq 0.8$ shows that $\Delta \sigma_c$ of the apparent friction model is 19% to 49% larger than $\Delta \sigma_c$ of the isotropic model (Figure 2c).

**4.3. Strike-Slip Fault (Weak)**

In our final example we consider tectonic loading of a strike-slip fault which is weaker than the surroundings, namely, a fault of known but nonoptimal orientation (Figure 3a). This example is intended to be consistent with aspects of the tectonic setting of the San Andreas fault (SAF), where the crust surrounding the SAF may approach the threshold for reverse faulting and the greatest principal stress is at a high angle to the strike-slip fault [Zoback et al. 1987; Rice, 1992].

A requirement for strike-slip motion in this regime is that the strike-slip fault is weak relative to the adjacent reverse fault. For tectonic loading of a weak strike-slip fault plane in plane strain, we again assume that one of the principal stresses is vertical and fixed by the overburden, leading to $\Delta \sigma_1 = 0$. Tectonic loading is provided by changes in $\sigma_1$. In plane strain for this geometry, there is no strain in the direction parallel to the strike of the reverse fault ($\Delta \sigma_2 = 0$), leading to $\Delta \sigma_2 = \nu \Delta \sigma_1$ and the shear and normal stresses on a vertical strike-slip fault are given by equations (12) with $\sigma_3$ replaced with $\sigma_2$.

For the isotropic model the change in Coulomb failure stress per increment of tectonic load on a fault plane of a particular orientation is

$$\frac{\Delta \sigma_c}{\Delta \sigma_1} = \frac{1 - \nu}{2} \sin 2\psi - \frac{\mu}{2} \left[ 1 + \nu + (1 - \nu) \cos 2\psi \right]$$

$$+ \frac{\mu B(1 + \nu)}{3}, \quad (15a)$$

where the three terms on the right correspond to the contributions from changes in shear stress, normal stress, and pore pressure, respectively. For the constant apparent friction model,

$$\frac{\Delta \sigma_c}{\Delta \sigma_1} = \frac{(1 - \nu)}{2} \sin 2\psi - \frac{\mu(1 - B)}{2} \left[ 1 + \nu + (1 - \nu) \cos 2\psi \right].$$

As in the previous examples, during an increment of compressive loading, normal stress increases which reduces the Coulomb failure stress and stabilizes the fault, shear stress increases promoting failure and increasing $\sigma_c$, and $\sigma_m$ increases.

In the severely misoriented geometry of interest, e.g., $\psi = 10^\circ$ (Figure 3), the change in fault-normal stress is large relative to changes in shear and mean stress, and the change in Coulomb failure stress is quite different for the two models. For the isotropic model normal stress dominates changes in $\sigma_c$ (Figure 3b) and tectonic loading actually moves the fault away from failure un-
less \( \mu \) is extremely low, regardless of the value chosen for \( B \) (Figure 3c). In fact, taking \( \psi = 10^\circ \) as representative of the San Andreas fault system, if the pore pressure response to stress change is isotropic and homogeneous, then \( \mu < 0.23 \) is required for tectonic loading to move the fault toward Coulomb failure, even if \( B = 1 \). Although this constraint is based on somewhat different assumptions, it is not inconsistent with the inference that \( \mu < 0.2 \) based on the absence of a heat flow anomaly adjacent to the SAF [Lachenbruch and Sass, 1992]. In contrast, \( \mu \) in the constant apparent friction model is not so constrained and can have any value if \( B = 1 \) (Figure 3c). Even if we restrict our attention to values of \( \mu \) and \( B \) which allow tectonic loading to increase the Coulomb failure stress (\( \Delta \sigma_n > 0 \)), the differences between the two models are great. At values of \( B = 1.0 \) and \( \mu = 0.2 \), \( \Delta \sigma_n \) of the apparent friction model is 725% larger than \( \Delta \sigma_n \) for the isotropic model (Figure 3c).

5. Discussion

As indicated by the above examples, changes in Coulomb failure stress can depend significantly on the assumed relationship between stress change and pore pressure change. In the following we examine in more detail the physical implications of the constant apparent friction and isotropic models and conditions under which their application to fault failure and earthquake stress-triggering may be warranted.

5.1. Uncertainties Regarding Pore Pressure Models of Natural Faults

We do not know which, if either, of the two models discussed in this paper is appropriate for natural faults. There are arguments against applying either model to real fault zones. In the case of the constant apparent friction model, there are logical flaws in the original derivation of Simpson and Reasenberg [1994]. The Rice model on which the constant apparent friction model is based assumes a perfectly plastic solid undergoing incompressible flow in a fault zone contained within a rigid medium. Once the plastic yield threshold is reached the fault zone creeps at the constant yield shear stress \( \tau_n \). As this yield stress is independent of normal stress, the Simpson and Reasenberg [1994] implementation of the Rice model does not permit a positive static shear stress change (\( \Delta \tau_n = 0 \)). Furthermore, the model fault would not allow brittle seismic failure given its ductile plastic nature. These deficiencies might be remedied to some degree by using a fault zone model with more complex rheological behavior, but then additional assumptions would be required.

Alternative arguments have been used to suggest that \( \Delta p = k \Delta \sigma_n \) as assumed in the constant apparent friction model. Jaumé and Sykes [1996] argued that this equality is obtained for an undrained isotropic poroelastic medium [Scholz, 1990, equations 6.11 and 6.12], if changes in volumetric strain \( \Delta v \) depend only on changes in the fault normal stress. Because isotropic poroelasticity requires \( \Delta \sigma_n = \Delta \sigma_v \) [Roeloffs, 1996], the Jaumé and Sykes [1996] argument is not general, and it applies only for stress changes where \( \Delta \sigma_n \) is both proportional to \( \Delta \sigma_n \) and insensitive to changes in other stress components. However, if inhomogeneity or anisotropy are introduced, poroelastic response can be quite different than that predicted by the homogeneous isotropic model.

J. R. Rice (oral communication, 1988) and Cocco and Rice [1999] have suggested that anisotropy, such as fractures in the plane of a preexisting fault zone, or contrasts in poroelastic properties between the fault zone and the country rock might lead to \( \Delta p \) depending primarily on the changes in fault-zone normal stress, in which case \( \Delta p = k \Delta \sigma_n \) would be the expected pore fluid response. In this regard it is worth noting that borehole measurements in the active Stillwater fault zone, Dixie Valley, Nevada, at 2.5-3 km indicate fault zone permeability dominated by fractures that are both optimally oriented for frictional failure and parallel to the overall fault zone [Hickman et al., 1998; Barton et al., 1998]. If these highly permeable fractures are much more compliant than other fractures in the fault zone, they may dominate the poroelastic response of this fault in the manner envisioned by Rice. Although the orientations of fluid-filled compliant fractures along active fault zones at depth are generally unknown, simulated laboratory faults, mismatched tensile fractures and natural joint surfaces have large fault-normal compliance [Brown and Scholz, 1986] because normal stress is supported by a few highly stressed asperities. If natural faults and associated fault-parallel fractures have a similar asperity structure and are hydraulically isolated from the adjacent country rock, then \( \Delta p = k \Delta \sigma_n \) would be a plausible pore fluid response. In any case, in the absence of information on the pore pressure response of a particular fault zone, the constant apparent friction model should be used as an example of one possible pore fluid response [Simpson and Reasenberg, 1994].

Similarly, a homogeneous isotropic poroelastic model may not be appropriate for natural fault zones. Because they may have accommodated extremely large shear strains and are often associated with hydrothermal alteration, faults are not likely to have isotropic mechanical properties, or poroelastic properties that are identical to the surrounding country rock [Cocco and Rice, 1999]. Note that while some experimental observations demonstrate an isotropic poroelastic response [Rice and Cleary, 1975; Roeloffs, 1996], other measurements indicate that elastic stress/pore fluid pressure interactions are more complicated. For example, volumetric changes can be produced by changes in deviatoric stress alone, both in unfaulted [Wang, 1997] and faulted rocks [Woodcock and Roeloffs, 1996]. Furthermore, inelastic effects may alter the pore fluid pressure response of seismic fault zones near failure [Segall and Rice, 1995, and references therein].
It is not our intent here to argue that either the homogeneous isotropic poroelastic model or some anisotropic or inhomogeneous variant (leading to a useful definition of $\mu'$ as a constant) is the correct model for describing faults in the Earth. The evidence is not yet in hand to decide whether these models or still other models are most appropriate. However, until better data are available, and so long as studies of Coulomb failure are formulated in terms of poroelastic response, we suggest that the homogeneous isotropic poroelastic model is a more clearly defined, and hence preferable, representation of poroelasticity than the constant apparent friction model.

5.2. Apparent Friction in the Isotropic Model

As discussed above, the assumptions that $\mu'$ is simply related to $\mu$ and falls in the range $0 \leq \mu' \leq 1.0$ are reasonable if apparent friction obeys equation (11); however these assumptions may be unreasonable for other pore models. The potentially complicated and nonunique relationships between $\mu'$ and $\mu$ can be illustrated using our reverse fault example. Evaluating equation (10) for an optimally oriented reverse fault we find

$$\mu' = \mu \left[ 1 - \frac{2B(1+\nu)\sqrt{\mu^2+1}}{3\sqrt{\mu^2+1} - \mu} \right].$$

This equation is nonlinear in $\mu$ and not of the simple form suggested by equation (11). If we examine the range of values for $\mu'$, we see that for the isotropic model plausible values of $\mu$ and $B$ lead to both positive and negative values of $\mu'$, in marked contrast to the apparent friction model (Figure 4). Negative values indicate that the pore pressure increase is large enough to overwhelm the normal stress increase. Although previous studies have interpreted low values of $\mu'$ as indicative of low fault strength or high pore pressure (see below) this is not the case in our isotropic reverse fault example. For $\mu = 0.75$ and $B = 0.70$, which are reasonable values based on laboratory observations [Byerlee, 1978; Roeloffs, 1996] we obtain $\mu' = -0.35$. Thus in the Earth, as in our example, low apparent friction does not necessarily require a low intrinsic frictional strength or a high pore pressure. Furthermore, while the apparent friction model predicts the same relation between friction and apparent friction in all tectonic settings, the isotropic model does not. Thus, even at constant $B$ and $\mu$, apparent friction in the isotropic model depends on the nature of the stress change and is not a material constant.

A similar conclusion about apparent friction can be reached for a case considered often in previous studies of $\Delta \sigma_2$: the earthquake-induced stress change on optimally oriented planes. For the isotropic model, $\mu'$ will not be a constant in the region surrounding the mainshock rupture because the stress field resulting from slip during the mainshock is not uniform. Rather, from (10) or (9) $\mu'$ for the isotropic model will vary significantly about the mainshock rupture tip due to changes in the ratio $\Delta \sigma_m/\Delta \sigma_n$. For $\mu'$ to be bounded requires that $\Delta \sigma_n \neq 0$. If an orientation exists for which $\Delta \sigma_n$ becomes vanishingly small or equal to zero, but for which $\Delta p$ is nonzero, then $\mu' \rightarrow \pm \infty$. So for dislocation-calculated stress changes on optimally oriented planes, $\mu'$ is expected to be spatially variable and can be either positive or negative and unbounded for the isotropic model. As a result, for this pore model, and for any pore model where $\Delta \sigma_m$ is not proportional to $\Delta \sigma_n$, $\mu'$ can assume unrealistic values which have no physical significance.

5.3. Could Observations of Stress-Triggered Seismicity Contain Information About Pore Pressure or Fault Strength?

Inferences about fault strength and pore pressure are common in studies of stress-triggered seismicity. Often it is argued that low values of apparent friction reflect either low frictional strength or high pore pressure [Har- \(\text{ris and Simpson, 1992; Stein et al., 1992; Hodgkinson et al., 1996; Deng and Sykes, 1996; Jaumé and Sykes, 1996; Stein et al., 1997; Gross and Bürgmann, 1998}]. In fact, changes in Coulomb failure stress could not be used to infer the presence or absence of high fluid pressure even if $\mu$ were known. Unlike the original definition $\mu' = \mu(1-p/\sigma_n)$ [Byerlee, 1992], $\mu'$ in studies of change in Coulomb failure stress is defined in terms of differences in pore pressure and therefore contains no information on the magnitude of the ambient pore pressure. On the other hand, changes in Coulomb failure stress might contain information on pore pressure response (e.g., $B$) under some circumstances.

It is unclear at present whether analysis of changes in Coulomb failure stress can provide constraints on frictional strength or pore pressure response [Parsons et al., 1999]. For example, spatial distributions of triggered aftershocks (e.g., King et al., 1994) can be used as observational tests of Coulomb failure models. How-
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Figure 5. Change in Coulomb failure stress on central California faults induced by the 1989 Loma Prieta earthquake from Simpson and Reasenberg [1994]. (a) Study region showing the locations of fault segments. Solid circle is the epicenter of the Loma Prieta earthquake, and the rectangle is the rupture surface. (b) $\Delta \sigma_c$ calculated for the isotropic (dotted) and constant apparent friction (dashed) models assuming $B = 1$, $\mu = 0.75$, and using the slip distribution calculated by Lisowski et al. [1990]. The north and south San Andreas faults refer to those sections immediately to the north and south (respectively) of the Loma Prieta rupture. Horizontal tick marks are 10 km.
ever, in previous studies the location of an aftershock is successfully predicted based not on the magnitude of the Coulomb stress change at that location, but on the sign of the Coulomb stress change. Thus while the results of our study suggest that the magnitude of the Coulomb stress change depends strongly on choice of pore model, in practice distinguishing between various pore pressure models or between low and high friction requires spatial or temporal variations in the sign of the stress change predicted by various models. Until a clear link between changes in seismicity rate and the magnitude of the Coulomb stress change is established, distinguishing between pore models will only be possible in cases where the stress changes controlling pore pressure are large compared to shear stress changes (e.g., our misoriented reverse and strike-slip fault examples).

5.4. Implications for Seismic Hazard

In principle, the magnitude of the increase in failure stress on seismically active faults can be used to assess changes in earthquake probability and seismic hazard. Taking the two pore pressure models discussed in this paper as representative it is clear that change in failure stress will depend both on the models assumed and on the nature of the imposed stress changes. The choice of pore model could have significant effects on calculated Coulomb stress change, and therefore on predicted seismic hazard. This suggestion is supported by dislocation-calculated Coulomb stress change on central California faults induced by the Loma Prieta earthquake [Simpson and Reasenberg, 1994]. Over the limited sections of these faults where the Coulomb stress change is largest, there are first-order differences between the predicted \( \Delta \sigma_f \) for the two models (Figure 5). For example, large differences in model predictions are seen on the central section of the Calaveras fault, the southern Hayward fault, the central San Gregorio fault and the San Andreas just north of the Loma Prieta rupture. This particular example is included in the present study to illustrate the importance of choice of pore pressure model in studies of \( \Delta \sigma_c \); presumably, comparable differences in \( \Delta \sigma_c \) would be observed in other studies of this type.

6. Conclusions

Given an uncertain knowledge of pore pressure response to stress change, we discourage the common practice of assuming that pore pressure response can be described by introducing an apparent coefficient of friction, a material constant incorporating both friction and pore pressure behaviors. Combining pore pressure response with intrinsic friction may impede progress in understanding the mechanical behavior and physical properties of seismic fault zones. Although arguments have been presented to suggest that a constant apparent coefficient of friction might be appropriate in some contexts, other pore pressure models, such as a homogeneous isotropic poroelastic response, may be more appropriate for describing earthquake faulting and aftershocks in some situations.

Laboratory measurements of porosity, permeability, poroelastic and poro-inelastic responses to stress change would help determine the appropriate models for use in studies of stress triggering involving pore pressure. Although a few laboratory measurements of this kind have been made, both on simulated fault zones and core from active fault zones [Lockner and Byerlee, 1994; Wang, 1997; Morrow et al., 1994; Seront et al., 1998], these results have not been incorporated into models of triggered seismicity. Ideally, since core samples can fail to recover in situ macroscopic fractures which may dominate poroelastic response, and because such samples undergo stress relief during recovery, measurements of in situ permeability and porosity and monitoring of pore pressure within active faults during the seismic cycle [Hickman et al., 1994] are needed. In the absence of physical measurement of fault zone properties, it would be helpful if stress-triggering studies could be used to distinguish between pore pressure response models.
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